Chatbots in the Criminal Justice System

An overview of chatbots and their underlying technologies and applications

This technology brief explores the use of chatbots within the criminal justice system. The goal of this brief is to orient the reader to chatbots, present foundational insights from real-world examples of chatbot use, highlight considerations for implementation, and discuss the future of chatbots in the criminal justice system.

Chatbots are computer programs designed to simulate conversation with human users. A chatbot is a conversational interface that communicates in a natural language (written and/or spoken) through different mediums, including websites, mobile and messaging applications, and phone calls. The proliferation of messaging apps and advancements in artificial intelligence (AI), compounded by consumers' expectations for quick answers, has contributed to the rapid development and deployment of chatbots across numerous and varied applications and industries. For the criminal justice system, chatbots present unique opportunities for engagement along with significant security considerations. Chatbots in the criminal justice system have the potential to improve efficiency, redefine engagement, expand access to justice, and reduce costs associated with administrative overhead for various criminal justice stakeholders.

Key Takeaways

- There are numerous benefits to implementing chatbots, including:
  - improved efficiency for users accessing information,
  - enhanced community engagement by creating a 24/7 communications channel,
  - expanded access to justice through multilingual chatbot capabilities,
  - reduced costs by automating FAQ support traditionally done through live chat, and
  - reduced staff workloads.

- Chatbots carry inherent risks that decision-makers need to consider before implementation, including:
  - misinterpretation of user input leading to incorrect responses,
  - biased training data, and
  - vulnerability to hacking.

- Advancements in AI have enhanced and will continue to enhance chatbot capabilities and applications; however, despite these advancements, deploying AI-driven chatbots is not a “plug-and-play” opportunity for criminal justice applications.1

Chatbot Uses and Development in the Criminal Justice System

Figure 1: Chatbots have the potential to benefit various criminal justice stakeholders by improving efficiency, expanding access to services, and reducing costs and staff workloads.

This document provides a chatbot technology overview and examples in the criminal justice system.

There is a need for additional guidance for criminal justice stakeholders looking to design and implement a chatbot with industry partners, as pertinent.

What is a Chatbot?

A chatbot (chat + robot) is a computer program used to conduct an online “chat” or conversation via text or text-to-speech. Sometimes, chatbots are referred to as smart bots, interactive agents, virtual assistants, or artificial conversation entities. Chatbots can be as simple as rudimentary programs that answer a simple query with a single-line response or can perform as sophisticated digital assistants that leverage AI and machine learning to learn over time and deliver increasing levels of personalization as they gather and process information.

Advancements in AI and conversational algorithms have led many people to view chatbots as a relatively new technology. However, in 1950 Alan Turing initially sparked the question, “Can a computer communicate in a way indistinguishable from a human?” in his article “Computing Machinery and Intelligence.” Inspired by Turing, Joseph Weizenbaum, while at MIT in the early 1960s, developed ELIZA, which is often regarded as the first chatbot. ELIZA, which simulated a psychotherapist, communicated with humans by accepting textual input and searching for responses through pattern matching and intelligent phrasing. Despite the extensive history of chatbots, recent advancements in AI have created exponential growth in chatbot platforms and deployment across industries with one report estimating that the global chatbot market will reach more than $2.4 billion by 2028.

“If you picture the journey of chatbots from the 1960s to now, you can see that what was once a fantasy of being able to communicate with a nonliving virtual being is now part of our everyday lives.”

—Rashid Khan, IoT Entrepreneur and Author

Build Better Chatbots: A Complete Guide to Getting Started with Chatbots

Advancements in technology have driven a communications revolution, transforming how we communicate, what we use to communicate, whom we communicate with, and how quickly we expect a response. With the proliferation of instant communication, chatbots are becoming ubiquitous. Chatbots are unlocking many opportunities for companies in various industries by automating repetitive tasks, responding to frequently asked questions (FAQs), and collecting data. The advent of chatbots has improved customer service in industries like e-commerce, banking, insurance, and hospitality; the criminal justice system could benefit similarly. Chatbots are effective in reducing staff workloads, improving customer service, curating data, increasing access to services, and increasing the efficiency to users.

“The chatbots of the future don’t just respond to questions. They talk. They think. They draw insights from knowledge graphs. They forge emotional relationships with customers.”

—Christi Olson, Head of Search Advertising at Microsoft
Benefits of Chatbots

Chatbots are highly scalable, allowing users to access services in a more user-friendly way. Although users continue to generally prefer traditional communication channels, chatbots offer various benefits to the criminal justice community, such as:

- **Reduced Staff Workloads and Improved Task Efficiency**: Chatbots can optimize an organization's workflow by automating specific types of repetitive tasks, such as responding to customer requests. Administrative tasks can be time consuming and burdensome on staff. Chatbots relieve this burden by resolving basic requests, freeing staff to handle more complex and individualized questions. Charter Communications, the nation's second largest cable provider, implemented Alme in conjunction with their existing chat application to respond to user inquiries efficiently. Before implementing Alme, Charter Communications had 300,000 live chats per month, 38% of which were for forgotten usernames and passwords. The chatbot was able to handle 83% of all chat communications that came through the system and resolved password and username requests 50% faster than a real person.8

- **Improved Customer/Client Service**: Driven by the need to optimize customer service inquiries, chatbots have been leveraged to quickly respond to FAQs, resolve user queries, and deliver answers without the need for users to scour through dense, complex documentation. These bots are fast; tend to be easy to implement; and provide automated, instant support 24/7 all year long. Bank of America's Erica is a financial assistant chatbot that helps customers complete transactions and pay bills. Since its launch in 2018, Erica has assisted 7 million users and has completed over 50 million client requests.9

- **Improved Customer Insights**: Compounded by the evolution of big data and analytics, data have become a key operational mechanism for establishing competitive advantage. Chatbots enable organizations to gather troves of customer data each time the chatbot interacts with a user, creating a massive repository of data and delivering significant business value by providing operational experience, customer experience, and analytics.

- **Increased Access to Services**: Chatbots are available online 24/7, expanding access to services outside traditional operating hours and improving access for users in more rural areas. Chatbots provide an alternative means of engagement, allowing users to leverage their mobile device to access information, forms, and services. Moreover, chatbots can respond to many customers simultaneously, provide instant responses, and resolve simple issues more quickly—reducing wait times and increasing access to services. For example, Providence St. Joseph Health, the nation's third largest healthcare system, built an AI-driven COVID-19 assessment chatbot, Grace, to handle the influx of people seeking medical advice amid the COVID-19 pandemic. Users can input symptoms and answer a series of questions to determine if they should be tested.10

- **Increased Efficiency to Users**: The capability of collecting and evaluating lots of data improves the interaction and removes the complexity to give users access to relevant information without the need to read through long, dense documents or log into multiple platforms. With capabilities such as natural language processing (NLP) and natural language generation (NLG), chatbots can efficiently direct customers to accurate resources instantaneously. Chatbots provide impartial access to information and offer scalability to handle multiple interactions without the need of extra staff. For example, Amtrak's Julie helps customers book rail travel, assists them in prefilling forms, and provides information on hotel and rental car reservations. Amtrak was able to save $1 million in customer service expenses in a single year. The bot has answered over 5 million questions every year and increased revenue by 30% through automated bookings.11
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Examples in the Criminal Justice Setting

In the criminal justice setting, chatbots serve the same purposes (e.g., automation, FAQs, data collection). Chatbots have successfully supported law enforcement recruitment and investigations, automated common court functions and questions, facilitated community supervision, and connected victims to needed information and services. Although these are current uses of chatbots in the criminal justice system, there are many more possibilities for how they could be implemented in the future.

Law Enforcement Recruitment and Investigations
In Los Angeles, the city has set up City Hall Internet Personality (CHIP) to help individuals and businesses in the city find basic information and answer FAQs. CHIP was also adapted to aid police recruitment for the Los Angeles Police Department (LAPD). CHIP was initially set up to answer over 1,000 FAQs for LAPD police recruits and now fields 35 to 45 chats per day, reducing the burden on the department to answer these inquiries via phone or email. The number of questions CHIP can answer has increased over time as the system and its developers have gained more information from users’ engagement.

Chatbots have also been used in law enforcement agencies for identification and investigative purposes. In jurisdictions including New York, Los Angeles, Chicago, and Boston, law enforcement agencies have used chatbots in “stings” in which the chatbots pose as minors offering commercial sex services as a campaign to identify buyers and combat sex trafficking. The bot communicates with potential buyers, offering commercial sex and often talking through the details of price, type of service, and location. After these exchanges, the chatbot sends a message alerting the potential buyer that purchasing sex is illegal and the department may investigate further and make an arrest. The goal of these chatbots is to deter the purchase of sex. An officer in the New York Police Department shared that they believe that a warning message such as this may be a deterrent to buyers who are curious and exploring buying sex.

Court System Awareness and Access
In the criminal justice system, courts are the most frequent adopter of chatbot technology. In multiple areas of the country, chatbots are being used to help citizens understand court processes by providing information and answering common questions. Once again, the chatbot is reducing the administrative burden within the court setting by shifting questions to the bot instead of a staff member. This technology is being implemented in California, New Jersey, and Arizona to address questions related to court processes, including basic “how to” inquiries. In Los Angeles, queries about traffic tickets and jury summons processes are addressed by bots. These platforms are available in multiple languages, enabling some community members to get questions answered in the language they are most comfortable using. For example, a chatbot in the Superior Court of Los Angeles County assists with traffic citations and supports more than 5,000 users per week (see the case study on page 7).

Corrections and Community Supervision
The COVID-19 pandemic has advanced the use of a chatbot for a probation department in Louisiana. This chatbot was rapidly deployed in a span of 3 weeks because of difficulties following up with over 500 individuals on probation for substance abuse. The Smart Supervision chatbot communicates via text message with probationers to conduct weekly check-ins. The text message system asks for a yes/no text response to the question: “Are you ok?” Those who respond with no are provided a phone number to call and a notification is sent to their probation officers.

Victim Services and Support
In addition to the criminal justice system, chatbots have also been implemented in victim services settings and at times may help an individual seek support following a crime or document instances of crime to aid future reporting or legal options. Care should be taken to ensure that the development and purpose of the bot is appropriate for use by individuals who have experienced violence. Some tasks or activities may be best handled by a human versus a chatbot. Where these platforms have been implemented, they have been designed to assist a wide array of victim groups, including those who have experienced identity theft, sexual harassment, and domestic violence. In the United States, the Identity Theft Resource Center has created a virtual assistant designed to support victims of identity theft. The chatbot provides access to resources and information after hours when live expert advisors are not available to help (see the case study on page 13). During working hours, the chatbot can still be the first point of contact and offers users the option to request to speak with a human consultant. All conversations with the bot are reviewed by an expert advisor who completes a follow-up to ensure the user’s needs were addressed.

Beyond the United States, chatbots are also designed and deployed to assist victims. Chatbots in multiple countries, including Switzerland, Thailand, and the Philippines, assist victims of domestic violence and sexual harassment to identify resources and seek help.

Design and Development of Chatbots

To successfully design and develop a chatbot, decision-makers need to consider the following questions:

- What topics will the chatbot cover?
- What level of sophistication is appropriate?
- What task will it perform and/or what types of questions will it answer?
- What platforms and tools are needed to build the bot based on a chosen function?

Level of Sophistication/Chatbot Maturity

A chatbot maturity framework can help identify ideal features and capabilities for a prospective chatbot. Chatbots are often described as being within three levels of progressive sophistication that build on each other.15, 16

**Level 1** are rules-based or decision-tree bots that use predefined rules and if/then logic to generate conversational flows. These rudimentary bots do not use NLP17 are limited in response generation, and can only respond to specific commands. Los Angeles Superior Court's chatbot, Gina, is an example of a Level 1 chatbot. Gina helps users pay traffic tickets, register for traffic school, or schedule a court date. Gina is multilingual and can help court users in English, Armenian, Chinese, Korean, Spanish, and Vietnamese. Users select from a predefined set of options, including "I need help with paying my ticket," and "What are my options for handling my ticket?" and given resources to answer their question. Gina helps approximately 4,000 customers per week handle their traffic citations online.18

**Level 2** extends the capabilities of Level 1 chatbots by incorporating NLP to develop contextual understanding. Unlike Level 1 chatbots, Level 2 chatbots allow users to communicate in their own words, rather than selecting from a predefined menu of options. NLP is leveraged to understand the intent of the conversation. Complexity is driven by needing to find the right NLP tool, training the bot to understand in the appropriate context, and deciding what information to store.19 New Jersey Court's Judiciary Information Assistant (JIA) chatbot is an example of a Level 2 chatbot. The chatbot was trained through machine learning on more than 11,000 question/answer pairings.20 JIA covers numerous topics such as how to file for an expungement, how to contact judiciary personnel, how to request copies of judiciary records, the landlord/tenant process, the foreclosure process, and attorney registration.

**Level 3** chatbots incorporate the capabilities of Level 2 chatbots with enhanced AI abilities to develop understanding through the entire context of the conversation, including historical analysis from previous conversations with a particular end user and those of other end users. These chatbots can learn over time and can be developed for conversational listening by leveraging machine learning. The complexity of these chatbots lies in the need to combine variations of user input, historical analysis, training, and NLP to provide an answer.21 Currently, there are limited examples of Level 3 chatbots in use in the criminal justice system.

When choosing the appropriate level of sophistication, developers consider many factors. Chatbots classified as Level 1, while limited in response generation, are much simpler to build than a bot with additional NLP and AI capabilities (classified as a Level 2 or 3 bot), resulting in faster implementation. Further, they are easy to program, reducing implementation costs. On the other hand, because Level 1 chatbots are limited in response generation, they typically cannot operate on their own, needing some level of human intervention. Level 3 chatbots take longer to train and build but can save time and money in the long run because they have an inherent ability to self-learn. Because AI-driven chatbots tend to be open domain, allowing the user to craft their own query instead of selecting from a predefined list, they can be prone to mistakes. Organizations looking to develop and deploy a Level 2 or 3 chatbot need to consider their risk tolerance to avoid unintended consequences. Because Level 2 and Level 3 chatbots leverage NLP to develop contextual understanding, they are prone to misinterpreting the input and responding inappropriately.

16. The taxonomy used here is not universally agreed upon but rather is meant to be illustrative and provide a framework for thinking about chatbot maturity. Chatbot maturity exists on a spectrum; thus, certain bots may not fit exactly in one of these boxes.
17. NLP is a branch of AI that helps computers read and understand natural human language. NLP enables chatbots to understand the user's input and gives them the ability to respond appropriately.
Chatbot Classification

Over the last few years, the dynamic landscape of chatbots has included the arrival of new technologies, which has made the precise classification of chatbots subjective to the scope of their use. As illustrated in Figure 2, chatbots can be classified into various categories based on several criteria that are employed in developing a chatbot: the knowledge domain, the services the chatbot provides, the goals the chatbot aims to achieve, and the input processing and response generation method of the chatbot. Understanding what the chatbot will offer and what classification category it falls into helps developers choose the platforms and tools to build it.

<table>
<thead>
<tr>
<th>Classification Methods</th>
<th>Types of Chatbots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Domain</td>
<td>Open domain: designed to allow users to ask queries about any topic and the chatbots respond appropriately (sometimes referred to as conversational agents).</td>
</tr>
<tr>
<td></td>
<td>Closed domain: designed for a specific task and are restricted to providing responses that help users complete the task (sometimes referred to as dialog agents).</td>
</tr>
<tr>
<td>Services Provided</td>
<td>Interpersonal: designed to get information and pass it along to users. These chatbots provide services such as restaurant and flight booking and FAQ bots.</td>
</tr>
<tr>
<td></td>
<td>Intrapersonal: designed to be companions of users and perform tasks that lie within the personal domain of users (e.g., managing users' calendars). These chatbots exist within the personal domain of users, such as chat apps like Messenger, Slack, and WhatsApp.</td>
</tr>
<tr>
<td>Goals Classification based on the primary goals the chatbot aims to achieve.</td>
<td>Interagent: use two systems to communicate with each other to accomplish a task.</td>
</tr>
<tr>
<td>Input Processing/Response Generation</td>
<td>Informative: designed to provide users with information that is stored beforehand or is available from a fixed source, such as a website's FAQ page.</td>
</tr>
<tr>
<td></td>
<td>Chat based/conversational: designed to talk with users, like another human being, and respond correctly to the input they have been given (e.g., Siri and Alexa).</td>
</tr>
<tr>
<td></td>
<td>Task based: designed to perform a specific task, such as book a flight. These chatbots are intelligent in the context of asking for information and understanding the user's input.</td>
</tr>
<tr>
<td></td>
<td>Retrieval based: leverage techniques like keywords matching, machine learning, or deep learning to identify the most appropriate response from a list of predefined responses.</td>
</tr>
<tr>
<td></td>
<td>Generative based: formulate an original response based on users' input. These chatbots use a combination of supervised learning, unsupervised learning, reinforcement learning, and adversarial learning to train the bot.</td>
</tr>
</tbody>
</table>

Figure 2: Chatbots can be classified according to how they function, which helps in designing chatbots in alignment with the intended outcome.

Superior Court of California in Los Angeles County has implemented chatbots to help drivers follow up on traffic citations and to help answer questions related to remote court hearings.

The Superior Court of California in Los Angeles County—the world's largest court—has several chatbots embedded in their website. Their chatbots are used as part of the “front-end” of the court’s interface and support user guides and FAQs, which often go unread by users. Chatbots are able to provide a user-friendly interface for users who may not have the time to scour through lengthy manuals and FAQs.

The court first experimented with chatbots 6 years ago as a way to expand access to justice for individuals who are not proficient in English. Their first chatbot, Gina, is a virtual assistant that helps users handle their traffic citations online. Gina, a decision tree task-based chatbot, is multilingual and can help court users in English, Armenian, Chinese, Korean, Spanish, and Vietnamese. Before COVID-19, Gina was helping about 5,000 customers per week handle their traffic citations online, without the need to travel to the courthouse, wait in long lines, and take up clerk time. The use of Gina during COVID-19 decreased because fewer tickets were written.

More recently, in response to the COVID-19 pandemic, the Superior Court of California in Los Angeles County deployed a chatbot on their LACourtConnect website that supports a virtual or remote court hearing solution. This FAQ informational chatbot was designed to automate the first level of support for hearings that could not be held in person in the courtroom. The goal of the chatbot is to answer users’ queries and reduce the volume of calls to support agents. The chatbot essentially sits on top of the LACourtConnect user manual and provides users’ answers to FAQs. If the chatbot is unable to answer the user’s question, it automatically transfers the user to a live agent. The live agent is provided receipts of the tree of questions the user took prior to reaching the agent so that they do not ask repetitive questions.

Both the Gina chatbot and the LACourtConnect chatbot are Level 1 chatbots. The Superior Court of California in Los Angeles County chose to use decision trees to build their bots instead of NLP. This was a strategic choice because the Court was worried that an NLP-based chatbot may provide the wrong answer because it misunderstood the intent of the inquiry. Before building a chatbot, an organization needs to understand their risk tolerance level (i.e., whether they are comfortable with the possibility of the chatbot providing the wrong answer). The Los Angeles Court System had a risk tolerance level of zero and therefore chose to go down the path of a closed-domain decision-tree chatbot.

The Superior Court of California in Los Angeles County has an IT department of 200 people, enabling them to dedicate the resources internally to develop the chatbot. To build Gina, the operations team spent about 2 months and 240 programming hours loading questions and answers into a preformatted spreadsheet. The IT team then imported the questions and answers into their selected chatbot platform, Azure Cognitive Services offered by Microsoft.

The Superior Court of California in Los Angeles County’s use of chatbots is novel and innovative. Their deployment of chatbots simultaneously increases access to court services and reduces burden on staff who were previously tasked with answering questions via live chat or phone. The future of chatbots in Los Angeles County Court is bright. Both Gina and the LACourtConnect chatbot are 1.0 versions. Snorri Ogata, Chief Information Officer of the Superior Court of California in Los Angeles County, envisions the next iteration of their chatbots to integrate more advanced Application Programming Interface (API)26 features to further enhance the customer experience.

---

**Case Study**

“Our population is over 10 million, so it’s easy to find a few 100,000 people that are underserved from a language perspective. Our chatbot serves an important function to help people figure out what to do with their ticket in their native language.”

—Snorri Ogata, Chief Information Office Superior Court of CA, Los Angeles

---

26. APIs serve as a “communication link” that allows multiple applications to fetch and send data from connected sources. API conveys your message or requests to the source or application and sends the response back to the user.
Chatbot System Architecture

The architecture of a chatbot is the heart of a development plan. The architecture is decided on based on the core purpose of development. Understanding the purpose of what is being developed helps designers and developers pick the platform to build. The chatbot ultimately sits on top of the platform as an interface. The five core components of a typical chatbot architecture are illustrated in Figure 3.

Figure 3: A chatbot’s architecture varies depending on the purpose it aims to achieve; however, typically, chatbots deploy five core components.

- **The user message analysis component** identifies the user’s intention and extracts entities following pattern matching or machine learning approaches. Intent classification reviews the input message and identifies the exact information the user wants to convey. Entity recognition refers to the extraction of keywords or values from the user’s input.

- **The dialogue management component** of the architecture updates the context of the conversation, requests missing information, processes clarifications by users, and asks follow-up questions.27

- **The response generation component** of the architecture crafts responses based on the intent and context information returned from the user message analysis component. The appropriate responses are produced through the two models mentioned above: retrieval-based or generative-based. The retrieval-based model selects the most suitable response with the check and analysis of available resources using APIs. The generative model is the smartest in terms of generating a response. It leverages NLG to respond in a human-like natural language based on previous inputs. While smarter, it does encounter difficulties in building because it needs an extensive set of data for training to establish a fruitful conversation.28

- **The back-end component** retrieves the information needed to fulfill the user’s intent through external API calls or database requests.


Key Considerations

Agencies need to examine a variety of considerations before implementing a chatbot. Although using this technology affords significant advantages, chatbots are not free of drawbacks and threats. Risks include issues related to safety, security, and the unpredictable adaptability of AI, which can affect the performance of the chatbot, and issues related to user trust and engagement with the system. Considerations discussed in this section can help mitigate associated risks with designing and implementing a chatbot.

A few high-profile chatbot failures demonstrate risks associated with chatbots. Facebook’s M, delivered within the Messenger application, was designed to behave as a personal assistant that could make restaurant reservations, change flights, and send gifts. M never reached more than 30% automation, requiring too much human involvement, making it cost prohibitive for Facebook. The complications M experienced were linked to a failure of its NLP engine as simple requests became more complex during conversations.29 Another chatbot, designed by Microsoft, named Tay interacted with Twitter users to have casual conversations. Tay was designed to interact with human users in a way that mimicked conversation; however, Tay parroted a slew of racist, sexist, and other hateful attacks from human Twitter users.30 Because Tay was designed to converse about a number of topics, a wide range of unfiltered data were used to build the language model. AI chatbots with the ability to learn over time are prone to coordinated attacks. Tay exposed the need for more research and improved technology before self-learning chatbots are ready for mass deployment.29

This section profiles six issues (see Figure 4) that should be considered before implementing a chatbot: the purpose of the chatbot, policy and governance, privacy and security, user engagement, role of humans, and ethics. These considerations should be discussed during the design and implementation because continual improvements and adaptations are likely needed as the chatbot engages users and needs to be adapted or, in some cases, learns based on these interactions.

Purpose

Research on why people use chatbots suggests that productivity is a key motivation for users. When people engaged with a chatbot that facilitated easy access to information or provided the ability to ask a sensitive or embarrassing question, users were pleased with their chatbot experience.31 At the same time, care should be taken to ensure that responses provided by chatbots are appropriate to communicate through text. In some instances, information that may be nuanced or sensitive is best communicated by a human who can express empathy or better understand the complexities of the situation the user is trying to address. Although chatbot developers can consider building social characteristics into the chatbot,32 caution is needed to ensure that the chatbot does not cause harm, distress, or undue frustration when it is communicating or completing a task that requires understanding nuance or responding to a crisis. To this end, a key consideration of chatbot development is defining the purpose of the chatbot, intended users, and appropriate information for the chatbot to communicate versus information that is better communicated by
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a human. When defining the purpose and intended users, developers must consider the chatbot’s limitations; explore risk mitigation; and, when needed, provide an alternative path for user questions (e.g., connect individuals to a human who may better understand their needs or respond with greater empathy).

**Policy and Governance**

Agencies looking to develop or implement a chatbot need to have internal policies in place to govern the extent of its permitted activities. Policies may include guidance on oversight, the type of information the chatbot will be trained on, the information it will collect, where the information will be stored, and who will maintain or update the chatbot.

**Privacy and Security**

A key concern that chatbot users have is in relation to privacy and security of the information and data gathered through the system. Research into factors that affect user engagement with chatbots has found that clear communication about the privacy and security of data is crucial. Recommendations for chatbot development suggest that chatbots should collect as little personal information as possible. When more personal information is needed, chatbots should clearly communicate why this information is needed, how it will be used, and whether it will be stored. If the chatbot collects biometric data, such as voice or facial expressions, consent may be required. Individuals interested in developing a chatbot within the criminal justice system should also consider and disclose whether chat data and transcripts are discoverable by an attorney on a case. Care should be taken to explore what information would be discoverable and clearly communicate the limitations of confidentiality for users. These considerations are important given that data security and privacy practices were also linked to whether users trusted and engaged with the chatbot.

In the criminal justice system, considerations are needed to ensure information accessed through the chatbot is general or public information and does not identify someone as a victim or offender. Consideration needs to be given to the appropriateness of all information being stated through a chatbot versus a human. Release of information that would require proof of a person’s identity in order to meet the request may not be appropriate to program into a chatbot that does not have the ability to verify someone’s identity or detect fraudulent users. Design must address fraudulent users and phishing, hacking, or other malicious attacks. Potential safeguards include encryption, user-identity authentication, authentication timeouts, self-destructing messages, and limitation of the chatbot’s response generation capability.

**User Engagement**

Developers can use a variety of design and functionality factors to shape how and to what extent users interact with the bot. The first consideration is that a chatbot should clearly communicate the limits of what it can and cannot address. This information includes the types of questions the chatbot can engage and the extent of confidentiality, privacy, and security the chatbot provides. Clear communication can guide the topics a user raises and the way a user engages with the chatbot, including understanding its limitations. Relatedly, the chatbot should also clearly identify itself as a chatbot to avoid trying to pass as a human. The more humanized a chatbot is in its design and conversational style the higher users’ expectations will be for interaction. If chatbots’ interactions are more human-like, users may expect interactions similar to those with a person and may come away from the conversation disappointed.

Additional user engagement factors include the “voice” of the chatbot and the quality of its interpretation and responses. The voice, or how the chatbot sounds in terms of gender, speech patterns, and other traits, can shape user expectations and trust in the bot, specifically how the bot expresses empathy and models human-like responses. Guidance on how the chatbot engages socially suggests that the responses that model human-like language and interactions foster higher

---


expectations from users in regard to the chatbot’s responsiveness and ability to answer questions. While the chatbot should be designed to not be overly humanized, research does suggest that it should express empathy, not providing advice only or expressions of sympathy, which can seem detached when coming from a bot versus a human.

As the proliferation of AI chatbots continues, chatbot developers need to tap into the “right amount” of humanistic features. Humanization of chatbots raises concerns about gender representation, particularly how to depict gender characteristics (i.e., the name of the chatbot and voice of the chatbot). Although giving AI human features and assigning a gender may make it easier for users to relate, it also has the consequence of reinforcing gender stereotypes. One report found that of the 620 gendered chatbots listed on the platform chatbots.org, 76.94% of them had female names, 75.56% had female-looking avatars, and 67.40% of the descriptions were classified as female. Chatbot developers should avoid “female by default” chatbot designs and consider genderless names. Additionally, developers should consider the use of avatars, because they have been shown to increase credibility, likeability, and user satisfaction.

The design of the chatbot should be as accessible as possible, including language, fonts, and color contrasts. Developers should also consider how the chatbot user interface is accessible to individuals who use screen readers, whose first language is not English, or who have limited or intermittent internet access. One design consideration that could increase accessibility is the bot placement on a web page. Typically, chatbots are placed in the lower right portion of a web page. Most content on a web page sits in the middle of the screen, so chatbot placement in the middle is not ideal. Developers usually opt to place the chatbot on the right side over the left side because most people are right-handed.

Role of Humans

When assessing the adoption of a chatbot to address user needs, the role of humans being “in the loop” is an integral part of the design. A chatbot is not an “off-the-shelf” technology; it requires development to ensure its relevance and human oversight to protect against its misuse or potential privacy and security risks. Risks can be mitigated through a variety of strategies that define human oversight, which can be described in terms of the level of human involvement (see Figure 5).

Despite the ability for humans to exert some control over chatbots, human-in-the-loop and human-on-the-loop control are not panaceas. Human–machine interaction issues, such as automation bias, lack of operator situational awareness, and the moral buffer, may inhibit a human’s ability to respond appropriately. Organizations considering the use of chatbots will likely see a reduced burden on staff who field questions or provide the information with support from a bot; however, time is still needed to establish, monitor, and refine the chatbot to continually improve performance, relevance, and security.

Ethics

The design of a chatbot must be considerate of bot ethics, including ensuring the chatbot functions without bias, is designed with transparency, and has appropriate oversight. Care should be taken in designing and maintaining the chatbot as related to bias concerns. A chatbot that uses NLP or other forms of machine learning is typically trained using historic data. Social bias could potentially exist in the data that the chatbot is trained on. Addressing bias at the development and maintenance stages of a chatbot is critical. Other studies have found bias within AI systems toward particular marginalized groups, including individuals with disabilities and people of color when implementing AI.
technology such as facial recognition, speech recognition, and recidivism calculations. When bots are developed based on biased information, such as limiting testing to a set of individuals who may speak or be educated differently than those who will use the bot, it can lead to decreased performance of the bot in correctly predicting intentions for these already marginalized groups. Related to chatbot design and oversight, developers can use a variety of ways to prevent or stop bots from engaging in harmful responses, including building in a user “end chat” function and establishing filters to identify the specific language a bot may pick up. This kind of function enables a live person to intervene and mitigate future, harmful responses. Additionally, developers should test the responses with the bot’s target population to ensure that the programmed responses are not harmful or insensitive to the population’s experiences.

A Department of Defense report on the ethical uses of AI emphasizes the importance of considering transparency, fairness, accountability, privacy, and security when using AI tools (for a longer discussion of the use of AI in the criminal justice system, please see CJTEC’s brief on the topic). Determining whether it is appropriate to use a chatbot for a given purpose or for a specific population is an ethical question worthy of discussion. When a chatbot is deemed appropriate and then employed, policies should be crafted to ensure that the chatbot system is implemented in an ethical and responsible manner.

Chatbots have the potential to expand access to justice, enhance community engagement, and reduce costs by improving efficiency. Despite these advantages, design and implementation must be done carefully to mitigate potential risks. For each design consideration mentioned above, the key questions presented in Figure 6 can aid agencies in successfully using chatbots.

---

Case Study

The Identity Theft Resource Center’s ViViAN chatbot addresses a gap in service by providing victim support after hours.

The Identity Theft Resource Center (ITRC) created a virtual assistant designed to provide victims of identity theft with resources and information after hours when their staff are not available. Developed in partnership with SAS Institute and with a federal grant award from the Office for Victims of Crime, Office of Justice Programs, and the U.S. Department of Justice, ViViAN, the Virtual Identity Theft Assistant, provides basic after-hours identity theft victim support. Originally, ITRC intended for ViViAN to be available all day as the first step to answer questions and, if needed, route someone for further support to a live expert. However, through further discussion, ITRC realized that with the unique circumstances and needs of each victim, it would be best to design the chatbot to be available after hours when live experts were not available, addressing a gap in their service hours and the lack of funds to support 24/7-hour staffing. Instead, ViViAN is now available after work hours and provides individuals with the option to address their questions via chat or to leave a message for a live advisor to follow up in the morning. All chatbot transcripts are reviewed and followed up on by a live expert to ensure user questions are addressed. ViViAN has characteristics of both Level 1 and Level 2 chatbots—the system has some limited NLP capabilities to help a user navigate to appropriate decision trees.

To develop ViViAN, SAS set up the environment to program the chatbot, and ITRC provided the schematic about the types of identity theft the chatbot should address and the typical first steps to be taken to remediate the user’s concerns. A staff member at SAS then reorganized the schematic for its integration in a virtual chatbot environment and subsequently developed the framework. One key issue that ITRC experienced in developing the chatbot was the challenge of training the chatbot to assess users’ needs. In a chat with a live expert, ITRC noted how much nuance and interpretation go into understanding a user’s intent. When trying to translate this capability to a chatbot, they found that the chatbot had to ask a lot more questions to understand the user’s key concerns. After building the platform, ITRC provided guidance on workflow and processes, going back and forth with the SAS programmers to ensure the process would address the primary concerns users had based on chat transcripts from previous interactions with live experts. Following this initial build, ITRC and SAS then explored additional functionality, such as offering users one or two options through preprogrammed radio buttons, that would make user engagement easier. SAS worked with ITRC to build up staff capacity to use the software and adapt the code to improve responses and the user experience.

In developing ViViAN, ITRC faced unanticipated costs and challenges. First, the time needed to tweak the code for the chatbot was more intensive than originally estimated. ITRC staff learned to code and manage the software, with support from SAS. Although ViViAN will require less staff time than hiring live experts to cover the chat system 24 hours a day, the maintenance and improvement of ViViAN is a full-time job for a technical expert. Although the current staff at ITRC are learning how to maintain ViViAN, resources and funding are needed to sustain the chatbot in the future. Related to funding, the hosting costs were also more expensive than anticipated, which may also affect sustainability. Given the nuance needed to interact with victims and their unique needs, ITRC is continuing to explore proper uses of the chatbot to ensure ViViAN addresses users’ needs without causing further frustration or burden. It may be that a chatbot is best used for situations where similar questions are asked frequently. For instance, ITRC noted that when Equifax experienced a large data breach, a chatbot like ViViAN would have been helpful to address the high volume of victims who were asking the same types of questions and to offer a solution that every victim of the event could follow. ITRC plans to use the information and data gathered through ViViAN to explore what types of issues or needs users are coming to the chatbot for after hours and define the next iteration of their chatbot.

“The ITRC assists identity crime victims across the country, which means we need to be able to help victims at times convenient for them, not us. The facts of every identity crime are different, but a chatbot gives victims access to immediate information—at all hours—that helps them start the process of response and recovery until a live expert advisor can assist them.”

—Mona Terry, Vice President, Victim and Business Services, ITRC
## Key Questions to Ask Prior to Chatbot Design and Implementation

<table>
<thead>
<tr>
<th>Considerations</th>
<th>Questions to Ask</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purpose</strong></td>
<td>□ What is the purpose of the chatbot?</td>
</tr>
<tr>
<td></td>
<td>□ Who is the target user/population for the chatbot?</td>
</tr>
<tr>
<td></td>
<td>□ Is it appropriate to create a chatbot for this target population?</td>
</tr>
<tr>
<td></td>
<td>□ Is it appropriate to create a chatbot to address the primary needs or concerns of the target population?</td>
</tr>
<tr>
<td></td>
<td>□ What are the limitations of the chatbot? Do they significantly impact user well-being or engagement?</td>
</tr>
<tr>
<td></td>
<td>□ Do the limitations outweigh the benefits?</td>
</tr>
<tr>
<td><strong>Policy &amp; Governance</strong></td>
<td>□ Who will maintain oversight and update the chatbot?</td>
</tr>
<tr>
<td></td>
<td>□ What information/data set will the chatbot be trained on?</td>
</tr>
<tr>
<td></td>
<td>□ What information will the chatbot collect?</td>
</tr>
<tr>
<td></td>
<td>□ Where will the information collected by that chatbot be stored?</td>
</tr>
<tr>
<td><strong>Privacy &amp; Security</strong></td>
<td>□ How does the security of the system mitigate possible safety concerns identified above?</td>
</tr>
<tr>
<td></td>
<td>□ Are privacy rights protected with the use of the chatbot?</td>
</tr>
<tr>
<td></td>
<td>□ Does the tool provide users with more or less privacy than the law demands?</td>
</tr>
<tr>
<td></td>
<td>□ How have the designers and engineers thought about ways to satisfy the chatbot’s purpose while maximizing user privacy?</td>
</tr>
<tr>
<td></td>
<td>□ How will data be collected and stored? What types of information will be accessible through the chatbot? Is it public information?</td>
</tr>
<tr>
<td></td>
<td>□ Could this information be used in any way to learn the identity or location of an individual that should not be public knowledge (e.g., whereabouts of victims, addresses of individuals released from incarceration)?</td>
</tr>
<tr>
<td></td>
<td>□ Does information intended to be provided through the bot typically require proof of identity to release this information?</td>
</tr>
<tr>
<td><strong>User Engagement</strong></td>
<td>□ How will the bot communicate the privacy and security limitations outlined above?</td>
</tr>
<tr>
<td></td>
<td>□ How will the bot be able to interpret and respond to user requests with limited personal data collected?</td>
</tr>
<tr>
<td></td>
<td>□ How does language used by the bot express empathy versus sympathy?</td>
</tr>
<tr>
<td></td>
<td>□ How will the chatbot clearly communicate what it can and cannot do?</td>
</tr>
<tr>
<td></td>
<td>□ How, if at all, will the chatbot be able to identify proactive information that can be shared with users to improve their experiences with the bot?</td>
</tr>
<tr>
<td></td>
<td>□ Is the design of the chatbot too human-like or does it attempt to pose as a human?</td>
</tr>
<tr>
<td></td>
<td>□ How will the chatbot be accessible to a variety of individuals, such as complying with the Americans with Disability Act?</td>
</tr>
<tr>
<td><strong>Role of Humans</strong></td>
<td>□ Who is responsible for ensuring that the decisions made by chatbots are appropriate and fair?</td>
</tr>
<tr>
<td></td>
<td>□ What protections will be put in place to ensure that the tool is used appropriately (e.g., auditing procedures)?</td>
</tr>
<tr>
<td></td>
<td>□ Who is responsible for the post-deployment evaluation, monitoring, and auditing of the chatbot?</td>
</tr>
<tr>
<td></td>
<td>□ Does the chatbot relay information to a human for follow-up?</td>
</tr>
<tr>
<td><strong>Ethics</strong></td>
<td>□ Are there any concerns about the ethics of the purpose or target user group (e.g., significant privacy or safety risks)?</td>
</tr>
<tr>
<td></td>
<td>□ Do the data that were used to train the system involve any statistical or social biases?</td>
</tr>
<tr>
<td></td>
<td>□ How did the chatbot developers educate themselves and seek out diverse evaluations and perspectives about the different ways that bias can penetrate the bot’s decision-making? Did the developers create pathways to overcome those biases?</td>
</tr>
<tr>
<td></td>
<td>□ Are the data and methods used to create the chatbot transparent?</td>
</tr>
<tr>
<td></td>
<td>□ Are the tool’s design, architectures, and training data open to research, review, and criticism?</td>
</tr>
</tbody>
</table>

**Figure 6:** Criminal justice leaders and decision-makers should consider these questions when designing or exploring the use of chatbots within the criminal justice setting.⁴⁸

---

Future of Chatbots

Advancements in AI will continue to drive forward developments in chatbots. One area that has particular promise is empathetic technology. Empathetic technology\(^49\) is progressing into our daily lives with companies striving to provide better human–machine interactions that take into account the emotional context of a user. For example, Affectiva’s Emotion API, IBM’s Watson Tone Analyzer, and Empath’s Vocal Emotion Recognition API are a few such products that offer emotion recognition by analyzing speech paralinguistics, tone, and other characteristics of the speaker. Advancements in empathetic technology through emotion recognition has potential applications for chatbots used in the criminal justice system. For example, a number of engaging, fully automated mental health intervention chatbots exist today.\(^50\) These chatbots may have the potential to improve the delivery of mental health and recovery services for state and local government diversion programs that may seek to augment traditional services. Advancements in research and accompanying technological developments that further equip chatbots to respond with empathy have the potential to increase applications for victim services chatbots. This technology could equip chatbots to be able to assist victims outside of working hours or to handle straightforward FAQs that individuals may have about victimization, available services, or next steps. Empathetic chatbots may be useful for victims to understand the steps needed to prepare for or respond to the impacts of a crime.

5 Things Decision-Makers Should Know About Chatbots

1. Chatbots have the potential to improve efficiency, reduce costs and workloads, expand capabilities, and aid users across many criminal justice use cases; however, capturing these gains requires forethought and may require significant investment and time.

2. Stakeholders should consider the economic, operational, legal, safety, and privacy implications of implementing chatbots.

3. Despite advances in AI, deploying AI-driven chatbots is not a “plug-and-play” opportunity for criminal justice applications; access to high-quality data for training the chatbot is critical for success.

4. Chatbots have the potential to reduce administrative burden by freeing up staff to work on higher value tasks; however, the organization needs to consider how it will ensure human oversight of the chatbot to mitigate any potential risks.

5. The continuous advancement of AI, machine learning, and NLP will expand chatbot use cases and applications in the criminal justice system.

---

\(^49\) According to the Wall Street Journal, “Empathetic technology combines AI and quantifiable measures of our physical and mental state to begin dabbling in quintessentially human territory, reading a situation and addressing what really matters to people.” Retrieved from https://deloitte.wsj.com/articles/ais-next-act-empathetic-tech-0159980925